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1. APPLICATIONS OF MATRICES
AND DETERMINANTS

1.1. Introduction :

The students are aready familiar with the basic definitions, the elementary
operations and some basic properties of matrices. The concept of division is not
defined for matrices. In its place and to serve similar purposes, the notion of the
inverse of a matrix isintroduced. In this section, we are going to study about the
inverse of a matrix. To define the inverse of a matrix, we need the concept of
adjoint of a matrix.

1.2 Adjoint :
Let A = [&;] be a square matrix of order n. Let A;; be the cofactor of a;.

Then the nth order matrix [Aij]T is called the adjoint of A. It is denoted by adjA.
Thus the adjA is nothing but the transpose of the cofactor matrix [A, j] of A.
Result : If Aisasquare matrix of order n, then A (adjA) = [ A |1, = (adj A) A,
where |, is the identity matrix of order n.

Proof : Let us prove this result for a square matrix A of order 3.

(a1 a;p A3

LetA=| @1 ax»n a3

[ 831 a3 a33

[A11 A1 Agp

Thenadj A=| Az Axn Az

The (i, j)™ o
eIementofA(e(‘djj?g‘)}:ailAjl"'ai2Aj2+ai3Aj3:A:|A||f|:J

=0 ifi#]
|[A] O O 100
~A@jA) = 0 [A] O |=|A||0 1 0|=]|A]l;
0 0 |A| 001
Similarly we can prove that (adj A)A=|A| I3



S~ AGEd A)=|Allz=(adi A) A
In general we can provethat A (adj A) = | A|l, = (adj A) A.
ab
Example 1.1 : Find the adjoint of the matrix A = [c d}

Solution: The cofactor of a is d, the cofactor of b is— c, the cofactor of cis— b
and the cofactor of d is a. The matrix formed by the cofactors taken in order is
the cofactor matrix of A.

d -c
.. The cofactor matrix of Ais = .
l-b a
Taking transpose of the cofactor matrix, we get the adjoint of A.
o [d -Db]
.. Theadjoint of A =
l-c a]
1 1 1
Example 1.2 : Find the adjoint of thematrix A=| 1 2 -3
2 -1 3
Solution: The cofactors are given by
2 -3
Cofactorof 1 = Aqq = =
-1 3
1 -3
Cofactor of 1 = A12 = - = -
2 3
1 2
Cofactorof 1 = A3 = =-5
2 -1
11
Cofactorof 1 = Ay = — =-4
-13
N
t = = =
ofactor o 2= |5 4
11
Cofactorof -3 = Agpg = - =3
2 -1
11
Cofactor of 2 = Agy = =-5
2 -3



1 1
Az = -

Cofactor of — 1 = ):4
1 -3
11
Cofactorof?;:Aggz‘1 2‘:1
3 -9 -5]
The Cofactor matrix of Ais [A;] =| -4 1 3
-5 4 1.
3 -4 -5]
cadiA = (A)T=[-9 1 4
-5 3 1.
-1 2]
Example 1.3 : IfA:[ 1 , verify theresult A (adj A) = (adj A) A=|A[l,
_ -1 2] ‘—1 2)
Solution: A= , A= =2
L1 -4 1 -4
4 o]
adj A =
-1 -1}
_ -1 21[-4 -2] [2 0 10
ARA =] —4_[—1 -J:[o 2}:2[0 1}2'2 - (@)
) -4 -2][-1 2 20 10
(adJA)Az__l _1[1 _4}=[0 2}=2[0 1]=2I2 ... (2
From (1) and (2) we get
S AGEd A) = (adf A) A=A L.
11 1
Examplel.4:1f A=[1 2 -3 | verifyA(adjA) =(adj A A=|A]|l3
2 -1 3
Solution: In example 1.2, we have found
3 -4 -5
adjA=|-9 1 4
-5 3 1



11 1
|IAl= |1 2 -3|=16-3)-1(3+6)+1(-1-4)=-11
2 -1 3
11 1773 -4 -5 -1 0 O
A@dA)=[1 2 -3||-9 1 4 =l 0 -11 O
2 -1 31L-5 3 1 0O 0 -11
100
=-11|0 1 0|=-1113=|A]|l5 (1)
001
3 -4 -5|T1 1 1 -11 0 0
adAA=[-9 1 4 1 2 -3|=f 0 -11 O
-5 3 1JL2 -1 3 0 0 -11
100
=-11|0 1 0| =-1113=|A]|l5 (2
001

From (1) and (2) we get
Aladi A) = (adj A) A=|A]l3
13Inverse:
Let A be a square matrix of order n. Then a matrix B, if it exists, such that
AB = BA = |,,is called inverse of the matrix A. In this case, we say that A is an
invertible matrix. If a matrix A possesses an inverse, then it must be unique. To
see this, assume that B and C are two inverses of A, then

AB =BA = I, (D)
AC=CA = I, .. (2
Now AB = I,
= C(AB) = Cl,, = (CAB =C (" associative property)
= I.B=C= B=C

i.e, The inverse of a matrix is unique. Next, let us find a formula for
computing the inverse of a matrix.

We have aready seen that, if Aisasguare matrix of order n, then
Aladj A) = (adj AA=| A,



If we assume that A isnon-singular, then | A | = 0.
Dividing the above equation by | A |, we get
S~ } _ {A - } _
A{lAl(adJA) = |A|(adJA) A=,

From this equation it is clear that the inverse of A is nothing but
|T1| (adj A). We denote this by A%,

Thus we have the following formula for computing the inverse of a matrix
through its adjoint.

If A is a non-singular matrix, there exists an inverse which is given by

o I S

A= TA] (adj A).

1.3.1 Properties:
1. Reversal Law for Inverses:

If A, B are any two non-singular matrices of the same order, then AB isaso
non-singular and

ABt=p1ta"
i.e., the inverse of a product is the product of the inverses taken in the
reverse order.
Proof : Since Aand B arenon-singular, |A|=0and |B|=0.
Weknow that | AB|=|A| |B|
|A[#0, |[B|#0 = |A||B|#0 = |AB|#0
Hence AB isaso non-singular. So AB isinvertible.
(AB) B~1a ) = AB HAT
=AIAl=pA 1=
Similarly we can show that (B™*A ™) (AB) = |
- (AB)(B7tA Y = (B71A Y (AB) =1
- Bt Alistheinverse of AB.
. (AR l=ptal
2. Reversal Law for Transposes (without proof) :
If A and B are matrices conformable to multiplication, then (AB)T =B'A".



i.e., the transpose of the product is the product of the transposes taken in
the reverse order.

1
3. For any non-singular matrix A, (A1) = (A"}
Proof : Weknow that AA1=1 = A1A

T
Taking transpose on both sides of AA L= wehave (AA’l) =7
By reversal law for transposes we get

T
A AT = .. (1)
Similarly, by taking transposes on both sides of AlA=1, wehave
T
ATAY = -2

From (1) & (2)
T T
AYH AT=AT(A Y =)

~1 T . T

(A istheinverse of A
-1 T
e, A =D
1.3.2 Computation of Inverses

The following examples illustrate the method of computing the inverses of
the given matrices.
Example 1.5 : Find the inverses of the following matrices :

) 3 1 -1
_{—1 2} __{2 —} ___|:COSOL Slnoc} N
i ii iii iv -
()1— ()—42()—sinoccos(x()
1 2 -1
Solution:
. -1 2 - 2
(i) LetA= , Then|A|= =2=0
1 -4 1 -4
Aisanon-singular matrix. Hence it is invertible. The matrix formed by the
cofactorsis
2l
Al=|_, 4
adj A= ]T—[_L‘ _2}
| A=Al = _1 -1



A—l_i(aj'A)_;[_él _2:|_ -2

“TATEA =2 4] T
2
2 - 2 -1

(i) LetA= . then|A|= =
4 2 —4 2

Aissingular. Hence AL does not exist.

[ cosa sina
(iii) Let A= . . Then|A|=
[—sina cosa

cosa  Snao

—sina cosa
= cos?o + SN =1#0
.. Alisnon singular and henceit isinvertible

) cosa —Sina
AdA=| .
sino.  cosa
41 . 1/ cosa —sina cosa —Sna
A =T(AdJA)=1 . = .
|A] Sno cosa Sno cosa
31 -1 31 -1
(iv) LeeA=[2 -2 O |. Then|A|=]|2 -2 0| =220
1 2 -1 1 2 -1
Aisnon-singular and hence A~ Lexists
-2 0
Cofactor of 3 = Aqq = =
2 -1
2 0
Cofactorof 1 = Ajp = — =2
1 -1
2 -2
Cofactor of -1 = A3 = =
1 2
1-1
Cofactor of 2 = Ay = — =-1
2 -1
Cofactor of — 2 ‘3 _1‘
ofactor of -2 = = = _
2= 4
31
Cofactorof 0 = Agg 12| 5



1 -1

Cofactorof 1 = Agy = ‘ ) =-2
-2 0
3 -1
Cofactoron:Agz——¢ )
1
Cofactor of — 1 = A33— 2 =-8
2 2 2—1 -2
[Al=|-1-2 -5;adjA=]|2 -2 -2
-2 -2 -8 6 -5 -8
2 -1 -2
o SRR
A —|A|(adJA)_2 2 -2 -2
6 -5 -8
1
1-5-1
=11-1-1
5
3 -5 -4

12 0 -1 _ 1]
Example1.6: If A= 11 and B = 1 2 verify that (AB) " =B~ A .

Solution:
|A|]=-120and|B|=1=0
So A and B areinvertible.

ol s 2]

2

|AB| = ‘1 1‘ =—1+0.So ABisinvertible.
1 -2

adj A=
-1 1

-1 2
o I S
A7 Tag (BdA _[1 —J



2 1
adj B =
-1 0

2 1
a1 o
B =18] (adJB)_[—l o}
1 _
a7
~1 2

-1 3
(AB)_1=|A—1B|(adeB)=[1 _2} ..

B‘lA‘l—[z 1H—1 2}_{—1 3} ,
-1 0l1 -1 L1 -2 - (2)

From (1) and (2) we have (AB)‘1 =g 1Al

EXERCISE 1.1
(1) Find the adjoint of the following matrices :
123 253
. 3 _1 - e
® > 2 (ii)]0 5 0O @iy|3 1 2
- 2 4 3 121
1 2
(2) Find the adjoint of the matrix A= 3 _5 and verify the result
Aadi A) = (adj AA=|A]. I
[3 -3 4
(3) Find the adjoint of thematrix A=| 2 —3 4 |and verify the result
L0 -1 1

Aadi A) = (adj AA=|A]. I
(4) Find theinverse of each of the following matrices:

10 3 13 7] 1 2 -2
M2 1 -1 (i)|4 2 3 (i)l -1 3 0
1-11 (12 1] 0 -2 1
8 -1 -3 2 2 1]
(v)| -5 1 2 w[131
10 -1 -4 (12 2




5 IfA [5 2} d B {2 } ify that
= an = verl
©®) 3 1 1 y

7 _
i @B t=B1At  (i)AB)=B'AT
3-34
(6) Findtheinverseof thematrix A=| 2 -3 4 andverifythatA3’=A_1
0-11
—1 -2 -2
(7) Show that theadjointof A=| 2 1 -2 |is3A".
L2 -2 1
—4 -3 -3
(8) Show that theadjointof A=| 1 0 1 |isAitsdf.
L4 4 3
2 21
9 IfA:% -2 1 2| provethat At=AT
1 22
-1 2 -2
(10) ForA=| 4 -3 4 |showtha A=A
4 -4 5

1.3.3 Solution of a system of linear equations by Matrix
Inversion method :

Consider a system of n linear non-homogeneous equations in n unknowns

a1 X1 + aqo Xo + o + An Xn = bl
ay1 X1 + gy Xo o + dop Xp = b2
an1X1+ an2X2+ ............... +anan— bn

10



a1 ap ... Ay | X7 b7
a21 322 a2n XZ bz
Thisis of theform .o l=
[ an; an, ... apd LXd L by
Thus we get the matrix equation AX=B ... (1) where
_all 3.12 aln_ _Xl_ _bl_
3.21 322 aZn X2 bz
A= L X= B=
L 3y 8n2 oo Ann L Xn L B

If the coefficients matrix A is non-singular, then AL exists. Pre-mullti ply
both sides of (1) by A% we get

Alax) =AB
(A tAx =A1B
IX = AlB

X = A"1B is the solution of (D)

Thus to determine the solution vector X we must compute AL Note that
this solution is unique.

Example 1.7 : Solve by matrix inversion method x+y =3, 2x+ 3y =8
Solution:

The given system of equations can be written in the form of
1 1][x 3
[2 3} [y}:[zj
AX=B
11
Here |A|=’2 3’=1¢0

11



Since A is non-singular, A lexists.

Al=

-0
5k

Example 1.8 : Solve by matrix inversion method 2x -y + 3z=9, x+y+z=6,
X-y+z=2

Solution : The matrix equation is

The solutionis X = A 1B

2 -1 37[x 9
11 1(|yl=|6®6
1 -1 1dlz L2
2 -1 3] 9
AX=B,whee A=|1 1 1| X=|y|andB=| 6
1 -1 1] z 2
2 -1 3
IAl= |1 1 1| =-2z0
1-11

Alisanon-singular matrix and hence Al exists.
The cofactorsare Aj; =2, Ajp =0, Aj3=-2

A1==2 Ap=-1 Ap=1 Ay =-4Ap=+1 Ag=3
The matrix formed by the cofactorsis

2 0 -2
(Al =|-2 -1 1
-4 1 3

12



2 -2 -4
Theadjointof A= 0 -1 1 |=adjA

-2 1 3
InverseofAle}l(ade)
2 -2 —4]
At=_210o -1 1
=-5 -
| -2 1 3.4

The solutionisgivenby X = A B
2 -2 4779

X
y:-% 0 -1 1
z

-2 1 3.
[ -2 1
1
=-5| -4 |= 2
| -6 3
SLXx=1,y=2,z=3
EXERCISE 1.2

Solve by matrix inversion method each of the following system of linear
equations:

(1) 2x-y=1, X-2y=11

(2) 7x+3y=-1, 2x+y=0

(3) x+y+z=9, 2Xx+5y+7z2=52, 2x+y-2z=0
(4 2x-y+z=1, 3X+y-52=13, x+y+z=5

(5) x—-3y—-8z+10=0, 3x+y=4, 2x+5y+6z=13

1.4 Rank of aMatrix :

With each matrix, we can associate a non-negative integer, called its rank.
The concept of rank plays an important role in solving a system of
homogeneous and non-homogeneous equations.

To define rank, we reguire the notions of submatrix and minor of a matrix.
A matrix obtained by leaving some rows and columns from the matrix A is
called a submatrix of A. In particular A itself is a submatrix of A, becauseit is
obtained from A by leaving no rows or columns. The determinant of any square
submatrix of the given matrix A is called a minor of A. If the square submatrix
is of order r, then the minor is also said to be of order r.

13
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