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## Preface

This book 'Engineering Mathematics-l' is intended to be a textbook for students of first year engineering of Savitribai Phule Pune University. In most Sciences, one generation years down what another has built and what one has established another undoes. In mathematics alone, each generation adds a new story to the old structure. Keeping this in mind, this book is written to have a better introduction of the Applied Mathematics. This book is presented with simple but exact explanation of subject matter, application of each topic to real-life, engineering problems, large number of illustrative examples followed by well graded exercises. We have tried to be rigorous and precise in presenting the mathematical concepts in very simple manner. We hope that the students will not only learn some powerful mathematical tools, but also will develop their ability to understand the concept and apply it properly to solve engineering problems. We feel that faculty members will also enjoy reading this book which is enriched with applications of each topic.
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## Unit I

## Matrices

## Syllabus

Matrices : Rank, Normal form,

### 1.1 Introduction

Matrices are a very important tool in expressing and discussing problem which arise in daily life. For example, if two families $A$ and $B$ have expenses such as utilities, food, health and entertainment then how can this data collected be represented? There are many ways available but one of them has an advantage of combining the data so that it is easy to manipulate. Indeed, We write the data as,


For simplicity and convenience, we write.


This is what we call a matrix. The size of the matrix is defined by the number of rows and number of columns. In this case, the above matrix has 2 rows and 4 columns. We can have a matrix with $m$ rows and $n$ columns. In This case, we say that matrix is a $(m \times n)$ matrix, Pronounced as $m$ by $n$ matrix. The first entry meaning $(m)$ is the number of rows while the second entry $(\mathrm{n})$ is the number of columns. Our above matrix is a $2 \times 4$ matrix.

A simplest example of a matrix is a wall calendar. It is organized as a set of days, where each row is a week. Another example of matrix in daily life is a sensor in a camera. It is a rectangular organized set of components that convert light energy to electric signals.

Matrices have a wider application in Engineering. Many problems can be transformed into simultaneous equations and their solution can easily be found with the help of matrices. Matrix is not only a convenient notation that summaries in a natural and convenient form whole group of operations but it is actually possible to solve set of differential or algebraic equations written in matrix form in a most convenient manner.

### 1.2 Applications of Matrices :

There are many applications of matrices in everyday life.

1) Matrices are used in cryptography. Cryptography is concerned with keeping communication private. Today the governments use sophisticated methods of coding and decoding messages. One type of code, which is extremely difficult to break, makes use of a large matrix to encode a message. Then the inverse of the matrix is used by the receiver, to decode the message. The first matrix is called the encoding matrix and its inverse is called the decoding matrix. Also the internet could not function without encryption and neither could banks because they now use these same means to transmit private and sensitive data.
2) Matrices provide a solid, general tool to represent and combine all common transformation. The most power full feature that matrices give is concatenation where by several transformation (rotation, translation, Scaling etc).
Can be combined into a simple way matrix. You can do translation rotation Scaling etc. operations without using matrices. But as soon as you want a general representation for any transformation it becomes necessary to use matrices. In computer graphics concatenation (combining) is a very common operation so it is beneficial to have a single representation and a simple way to combine all sorts of transformations.
Matrix multiplication is particularly useful in computer graphics since a digital image is basically a matrix. The rows and columns of pixels, and the numerical values corresponding to the pixels colour value. Matrix multiplication is also useful in decoding video signals and it can help process digital sound
3) The graph paper you use is also a matrix. The latitudes and longitudes are also a matrix. The pixels of a TV are also a matrix.
4) In computer based applications, matrices play an important role in the projection of three dimensional image into a two dimensional screen, creating the realistic seeming motions. Computer have embedded matrix arithmetic in graphic, processing algorithm, especially to render reflection and refraction.
5) In robotics and automation, matrices are the base elements for the robot movements. The movements of the robots are programmed with the rows and columns of matrices. The inputs for controlling the robots are given based on the calculation from matrices.
6) Matrices are the best representation methods for plotting common surrey things like the traits of people's population, habits etc.
7) Matrices are used in calculating the gross domestic products in economics which helps in calculating the goods production efficiency.
8) In physics related applications, matrices are applied in the study of electrical circuits, quantum mechanics and optics. Matrices play an important role in the calculation of battery power outputs, resistor, conversion of electrical energy into another useful energy, in solving problems using Kirchhoff's laws of voltages and current.

### 1.3 Matrix

## Definition :

The arrangement of set of elements in the form of rows and columns is called a matrix. The elements of the matrix can be real (or) complex numbers. In general a $\mathrm{m} \times \mathrm{n}$ matrix is given by

$$
\begin{aligned}
& A=[\begin{array}{lllll}
{\left[\begin{array}{lllll}
a_{11} & a_{12} & a_{13} & \cdots & a_{1 n} \\
a_{21} & a_{22} & a_{23} & \cdots & a_{2 n} \\
a_{m 1} & a_{m 2} & a_{m 3} & \cdots & a_{m n}
\end{array}\right]_{\mathrm{mxn}}} \\
& \text { Column }
\end{array} \underbrace{}_{\text {Row }} \\
&
\end{aligned}
$$

## Order of the Matrix :

Definition :
The number of rows and columns represents the order of the matrix. It is denoted by $m \times n$, where $m$ is the number of rows and $n$ is the number of columns.

Note : Matrix is a system of representation and it does not have any numerical value.
e.g. : The array of numbers below is an example of a matrix.
$\left[\begin{array}{llll}21 & 62 & 33 & 93 \\ 44 & 95 & 66 & 13 \\ 77 & 38 & 79 & 33\end{array}\right]$

The order of the above matrix is $3 \times 4$, meaning that it has 3 rows and 4 columns.
Matrix Notation : A matrix is denoted by capital letters such as A, B, C, ... etc.

### 1.3.1 Type of Matrices

1. Row Matrix : A matrix is said to be a row matrix, if it contains only one row.
e.g. $\quad A=\left[\begin{array}{llll}1 & 5 & 4 & 3\end{array}\right] \quad$ is a row matrix.
2. Column Matrix : A matrix is said to be a column matrix, if it contains only one column.
e.g. $A=\left[\begin{array}{c}-4 \\ 5 \\ 2\end{array}\right]$ is a column matrix.
3. Rectangular matrix : A matrix is said to be rectangular, if the number of rows and number of columns are not equal.
e.g. $\quad A=\left[\begin{array}{ccc}3 & -4 & 1 \\ -6 & 2 & -9\end{array}\right]$ is a rectangular matrix.
4. Square Matrix : A matrix is said to be square, if the number of rows and number of columns are equal.
e.g. $A=\left[\begin{array}{ll}-2 & 6 \\ -4 & 5\end{array}\right] \quad$ is a square matrix.
5. Diagonal matrix : A square matrix is said to be a diagonal matrix, if all the elements except the principal diagonal elements are zeros.
e.g.

6. Scalar Matrix : A square matrix is said to be a scalar matrix if all the diagonal elements are equal.
e.g.

7. Upper Triangular Matrix : It is a square matrix in which all the elements below the principal diagonal are zeros.
e.g.

$$
A=\left[\begin{array}{lll}
1 & 4 & 5 \\
0 & 7 & 3 \\
0 & 0 & 2
\end{array}\right]
$$

8. Lower Triangular Matrix : It is a square matrix in which all the elements above the principal diagonal are zeros.
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